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Is the GPT model suitable for sentiment analysis?
Testing for geographical, political and gender bias

Agnieszka Choczyńska1

Abstract

The new generation of Large Language Models, based on Generative Pre-trained Transform-
ers (GPT) can be useful for automatic text annotation and sentiment analysis. However, they
tend to learn the bias from training data, which can lead to distorted results. In this paper,
the GPT-4o-mini model by OpenAI is tested for the presence of geographical, political and
gender bias in the case of Polish economic news headlines. It has been found that the model
consistently differs in sentiment scores for the same sentence, depending on the country
mentioned. A remedy to this problem is proposed, which masks the references to countries
and nationalities using the GPT model. Some differences in sentiment scores resulting from
explicit references to gender or political parties are also identified, although these types of
bias are considerably weaker than geographical bias.

Key words: large language models, geographical bias, gender bias, political bias, sentiment
analysis.

1. Introduction

Large Language Models (LLMs) based on Generative Pre-trained Transformers (GPT)
are increasingly used in scientific research. Text annotation is one of the applications that
can benefit from the GPT models (Kheiri and , 2023). On the one hand, they are faster
and more affordable than human annotators. On the other, they are more versatile than the
language models trained for a narrow purpose and do not require a training dataset (Kocoń
et al., 2023). Given that most of the information created by the human population is in
natural language, having a universal, ready-to-use text-mining tool would be beneficial for
in social science.

There are, however, some obstacles to overcome. LMMs tend to absorb the biases found
in the texts on which they are trained (Rozado, 2020). A growing amount of research finds
gender (Radaideh, Kwon and Radaideh, 2025; Lee et al., 2024; Zhu, Wang and Liu, 2024),
nationality (Manvi et al., 2024; Aslan 2024), political (Retzlaff, 2024; Rozado, 2023), and
other types of bias (Huang et al., 2020) in the text generated by the GPT models. Other
studies focus on word embeddings (vector representations of words created during model
training) and find that models pick up stereotypical associations from the natural language
(Garg et al., 2018; Rozado, 2020).
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One could suspect that the bias learned by the generative AI also impacts their abilities
in text annotation. For example, they would assign lower sentiment to the sentences men-
tioning a country or demographic group the training datasets were biased against. In their
analysis of sentences related to the energy industry, Radaideh, Kwon and Radaideh (2025)
found that the GPT-2 model assigned a lower score to the sentences mentioning nuclear
energy, male gender, old age or conservative political ideology.

However, the topic is still understudied. Firstly, most of the existing literature focuses on
the English language, while one of the benefits of the GPT models is their multilingualism.
The studies uncovering algorithmic bias in GPT models typically analyze the word embed-
dings or the impact of bias on text generation. Despite sentiment analysis being a popular
application for this kind of models, it is still not well known how the bias can distort its
outcomes.

This paper analyzes the bias in GPT-based text annotations, focusing on the Polish lan-
guage and the texts broadly related to economics. The issue is approach from a new angle,
using a set of fictional economic news headlines with positive, negative, or neutral impli-
cations for the mentioned country. Headlines are generated with different country names
each time and prompt the GPT-4o-mini model to assign the sentiment to the sentence. The
results show that countries significantly impact the sentiment score (p-value < 0.001), even
though the headline does not change.

The same framework is used to test if the GPT models exhibit political bias in sentiment
analysis. A set of headlines mentioning political orientation (left-wing or right-wing party),
power dynamics (ruling party or the opposition), and the names of the main political parties
in Poland are generated. As a control, there are also provided headlines where no political
party, position or orientation is mentioned.

The results show that the sentences without any mention of a party tend to have the high-
est sentiment score, though the differences are generally small. A positive sentence gets,
on average, a higher sentiment score if it mentions the ruling party, but negative sentences
about the ruling party get lower scores than if they mention the opposition. No bias was
found with regard to political orientation or particular party names.

Similarly, the paper assesses the presence of gender bias in sentiment analysis. The
generated sentences include either a) direct mention of gender (e.g. men, women, male,
female), b) mention of a fictional male or female name, or c) gendered grammatical forms.
In Polish, verbs, nouns and adjectives have gendered forms, so it is impossible to change
the gender of the subjects by just replacing names and pronouns.

The analysis shows very small effect of gender bias. Among the positive sentences, the
ones mentioning female names received higher sentiment scores than the ones mentioning
male names. Among negative sentences, the model assigned slightly lower scores to the
ones that mentioned the female gender. The successes of particular women may be per-
ceived more positively, as they are typically framed as a bigger breakthrough. On the other
hand, if the problem is related to women (negative sentences with direct mention of gender),
it is perceived as a bigger problem - and assigned a lower sentiment - than if it was related to
men. However, no other configurations yielded significant differences. In particular, there
is no evidence of gender grammatical forms impacting the sentiment score.
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Finally, there is proposed a method of dealing with inherent geographical bias by censor-
ing country names from the text. A dataset of economic news headlines from the public TV
portal is used for this purpose. The GPT-4o-mini model is prompted to assign a sentiment
score from -5 (strongly negative) to 5 (strongly positive) towards each country mentioned in
the text. Next, there are create anonymized sentences by replacing all references to countries
with codes and run sentiment analysis for that modified dataset.

The model consistently overstates the sentiment for Poland. For Germany and Russia,
it tends to produce more neutral scores (e.g. less positive for positive news and less negative
for negative news), while the references to the US receive more extreme values. However,
the model’s performance in country recognition and anonymization is unsatisfactory, leav-
ing a room for improvement.

Although the researchers have been long aware of the problem of algorithmic bias, this
paper expand the current knowledge by showing how it can impact the outcomes of senti-
ment analysis in a non-English language. Tests for geographical, gender and political bias
reveal that they are all present, with the first one being by far the strongest. This study may
be helpful for those looking to apply the GPT model to sentiment analysis, especially for
the case of news analysis.

2. Literature review

2.1. Applications of the GPT models in sentiment analysis

With their natural language processing abilities, the GPT models could be used for sen-
timent analysis and other text-mining tasks. They are many times faster and more afford-
able than human annotators. Unlike specialized machine learning models, they can perform
a wide variety of tasks on different forms of text. Some of the existing solutions are available
through API, meaning that the researcher does not need to have the computational power or
storage needed to train a large model.

These models can outperform untrained text annotators (Gilardi, Alizadeh and Kubli,
2023) and, in some cases, the state-of-the-art solutions (Kheiri and Karimi (2023); Fatouros
et al., 2023). However, their performance varies by task and dataset, and they should not
be treated as a universally good solution (Curry, Baker and Brookes, 2024). Most research
finds the GPT models to underperform, compared to the high-tuned, specialized language
models (Kocoń et al., 2023; Liyanage, Gokoni and Mago, 2024; Krugmann and Hartmann,
2024; Kristensen-McLachlan et al., 2023).

However, there are a few caveats to this research. First, in the case of OpenAI, we do not
know the full list of language corpora these models were trained on. If researchers perform
the tests using publicly available datasets, the model may have already seen them, mean-
ing that its performance on new data may be overestimated (Kocoń et al., 2023; Ahuja et
al., 2023). Secondly, comparing a specialized model trained for a specific task with a GPT
model in a zero-shot approach may underestimate the latter’s abilities with additional train-
ing. It is still difficult to determine the extent of additional training this model would need
to match the performance of a specialized solution, and if it would be indeed substantially
smaller than preparing a model from scratch.
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Finally, with the fast pace of AI development, it is difficult to assess their performance.
Most of the aforementioned studies are not yet published, and the models they test will
likely be obsolete before they do. Overall, researchers call for caution and additional vali-
dation before using GPT models for text annotation (Pangakis, Wolken and Fasching, 2023;
Kristensen-McLachlan et al., 2023; Ollion et al., 2023; Curry, Baker and Brookes, 2024).

Most of the research on LLMs in text analysis is focused on the English language.
A Common Crawl corpus, widely used in model training, has 45% of English texts, so one
could expect models will be the most proficient in this language (Dac Lai et al. 2023).
In a comprehensive evaluation of several LLMs (including GPT-3.5 and 4) in 70 languages,
Ahuja et al., (2023) noticed a worse performance for prompts written in non-English lan-
guage. For the same reason, Etxaniz et al., (2023) proposed translating the problem to En-
glish before analysis. Similar results were found by Dac Lai et al. (2023). However, there
are some studies that counter these findings, not finding the benefits of English prompts
(e.g. Debess, Simonsen and Einarsson, 2024). Both model and task-specific aspects may
interfere with the results, although most of the research seems to find the benefit of English
prompts.

This study focuses on bias in sentiment analysis and not on the accuracy of the model.
Based on the research above, the authors decided to write the prompts in English and set
the temperature parameter to 0.25, which gave the most consistent results in the previous
experiments with the GPT model.

2.2. Bias in sentiment analysis

The GPT models are based on embeddings, which are vector representations learned
from a large corpus of natural language. Closely related words in natural language should
end up relatively close in the vector space (Garg et al., 2018). If the corpus contains stereo-
typical associations between words, the model will likely incorporate that information and
express human-like bias (Caliskan, Bryson and Narayanan, 2017). Moreover, the bias will
not necessarily be diminished by more training, if the additional training dataset contains
bias as well (Radaideh, Kwon and Radaideh, 2025).

Rozado (2020) found that most of the research on bias in word embedding models
considered gender bias (93% of analyzed papers) and racial bias (54%). They performed
a wider analysis of associations between positive words and terms related to gender, age,
race, religiosity, affluence, and political orientation in several natural language corpora
used in LLMs training. They found that positive words were more associated with women
and femininity, youth, beauty, affluence and liberal political orientation. Typical African-
American names and religiosity held negative associations, but the results for direct men-
tions of race or sexual orientations were mixed, with different directions, depending on the
corpora. Garg et al., 2018 found that associations between gender/race and certain occu-
pations were correlated with the factual proportions of employees. The additional bias was
largely explained by stereotypes held by the population.

The research on bias in the GPT models mainly focused on the stereotypical or toxic
elements in the generated text. Huang et al., (2020) asked the model to finish sentences
with notions of different genders and occupations, finding that it can produce more negative
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outputs in certain contexts. A similar framework was used by Lee et al., 2024 in the South
Korean context and Zhu, Wang and Liu (2024) in Chinese, finding bias related to gender
and nationality.

Manvi et al., (2024) performed a study of geographical bias, prompting the model to
rank the countries, according to objective facts (e.g. population density), objective facts
uncorrelated with geographic position (e.g. solar flux), and subjective opinion (e.g. at-
tractiveness of the citizens). They found that the model systematically underestimates or
overestimates the ranks of objective facts, despite being able to provide precise numbers
when prompted. There is also a bias against the regions of lower socioeconomic conditions
in rankings of subjective opinions. The authors tested 5 models and the GPT-4 exhibited the
lowest bias.

Another form of bias is of a political nature. When asked questions from the political
compass test, the GPT model leaned towards liberalism (Retzlaff, 2024). These findings are
supported in the analysis of word embeddings by Rozado, 2020, but the political bias is not
as well studied as that related to gender, race or nationality.

To what extent the bias built in the word embeddings or present in the generated text
would impact the sentiment analysis? This topic is not yet well studied. Radaideh, Kwon
and Radaideh (2025) studied the impact of bias on the sentiment scores assigned by five
LLMs, including the GPT-2 model, in the case of sentences related to the energy industry.
They generated sentences in which they switched terms related to energy source, politics,
gender, age and ethnicity, and prompted the models to assign sentiment scores to each con-
figuration. They found that the mentions of nuclear energy, conservative ideology, male
gender, old age and white race usually lowered the sentiment score, however, with some
variations between models. A similar approach is applied in this analysis.

2.3. Bias mitigation

Strategies to mitigate bias include a) creating more fair and balanced datasets, b) fairness-
aware model training, and c) algorithmic debiasing (Srinivasan et al., 2024, Liu, 2025). The
first strategy may be done by balancing the dataset to obtain equal number of observations
for majority and minority group (Han, Baldwin and Cohn, 2022). In an unbalanced dataset,
minority groups may be classified with a higher error, due to their limited representation
in the dataset. Another strategy is to embed fairness into the training process, designing
loss-function so that it takes the bias into account.

Specifically in LLMs, it is possible to mitigate biases by manipulating word embed-
dings. Zhao et al., (2018) used this approach to neutralize the gender connotations of (by
definition) gender-neutral occupations. For example, a word "nurse" may refer to any gen-
der, but its vector representation appears closer to "female" in the embedding space, as
historically most nurses were women. Zhao et al., (2018) captured the distances between
occupations and genders and used them as weights in training of a gender-neutral model.
Ravfogel et al., (2020) presented an Iterative Null-Space Projection, a method of removing
certain properties from neural representations. Liang et al., (2021) tested their approach on
the embeddings of the GPT-2 model.
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The first problem is that these methods require a priori knowledge of all underprivileged
groups and biases. Utama, Moosavi and Gurevych (2020) proposed a framework in which
the first "shallow" model is trained on a limited dataset to pick up existing stereotypes and
biases, which are further used to down-weight biased observations, lowering their impact on
the final model. This is based on the assumption that biases represent the most superficial
knowledge, that would be learned first by the model presented with limited data. A similar
approach was tested by Orgad and Belinkov (2023).

The second problem is that these methods require either access to the data or repeating
the training process. In the case of large, pre-trained models this may not be feasible.
An alternative approach was proposed by Liu (2021), who attempted to mitigate political
bias. They obtained the hidden states from the GPT-2 model and transformed them so that
a gender neutral embedding was of equal distance to the two options, in this case liberal and
conservative. However, they noticed a trade of between fairness and fluency and accuracy
(see also: Nadeem, Bethke and Reddy, 2021, Liang et al., 2021).

2.4. Hypotheses development

In this analysis, three types of sentiment bias are considered: geographical, political and
gender bias. As public TV covers international news, one should expect the bias against
particular countries could make a big difference in sentiment. The first hypothesis is based
on the results obtained by Manvi et al., (2024) and Rozado (2020):

H1: The GPT model is biased against countries of low socio-economic status.
Economic and business news may often reference political parties as well when they

report government economic policy, investments, state-owned companies or corruption af-
fairs. If the training data corpora contain positive associations with liberal and progressive
political ideology (Rozado, 2020), one could expect the second hypothesis to be true:

H2: The GPT model is biased against right-wing parties.
Finally, the study considers the aspect of gender bias. In Polish, most parts of the speech

have gendered forms. Every time a news headline mentions a person or a group of people,
their gender is revealed through grammar. If the GPT model associates female names or
grammatical forms with more positive sentiment, it could distort the analysis. Hence the
third hypothesis:

H3: The GPT model is biased against men.
Although researchers note other dimensions of bias, they are not likely to impact the

sentiment analysis in this case. Poland is a rather racially homogenous country and mentions
of race are not common in economic news articles. Due to the economic focus, headlines do
not generally mention physical appearance, sexual orientation or disabilities of the subjects,
so these aspects were ommited as well.

3. Testing the GPT models for text annotation

3.1. Data

The data used in this analysis are news headlines from the business section of the Polish
public TV internet portal. The dataset spans from 2012-06-13 to 2024-09-13 and consists



STATISTICS IN TRANSITION new series, March 2026 7

of 17,554 pieces. Each news piece is composed of a headline and a one- or two-sentence
description, that introduces a longer video material.

The first part of this study uses generated headlines similar to these articles but con-
structed in a way suitable for bias testing. For geographical bias sentences have to mention
exactly one country. They had to include one party or party members for the political test.
In the case of the gender bias test, each sentence had to either directly mention gender or
a fictional person of a specified gender. In the second part of the study, the original headlines
are used to test how geographical bias impacted sentiment analysis in a real-life scenario.

Similarly to human annotators, the GPT model will not always return the same output
for the same prompt. First, there is a check of replicability of the GPT text-annotation
task results. A random sample of 1000 headlines is selected and the model is prompted to
perform two text-mining tasks. The first is to assign a sentiment score from -5 (strongly
negative) to 5 (strongly positive). The second one is to extract all countries mentioned in
the text. Each analysis is performed 10 times in different sessions to assess the consistency
of the results.

The results are fairly consistent. In 66.4% of cases, the model returned the same senti-
ment in each round, and only four times (0.4%) the difference was 3 points or more. For the
country recognition task, the Jaccard similarity index was applied. For each pair of outputs,
it counts the number of countries provided in both outputs (intersection of sets), divided by
the overall number of countries that appeared in them (union of sets). The average score is
0.955.

All tasks are carried out with the GPT-4o-mini model by OpenAI using the Batches
interface. Batches enable scheduling of a larger portion of API requests for asynchronous
processing. As each text is to be analyzed independently, it is a suitable option for text-
mining tasks.

3.2. Geographical bias test

The test uses 30 sentences (10 positive, 10 negative, and 10 neutral in sentiment). The
sentences are similar to the news headlines in the TVP dataset, but constructed in a way
that only one country is mentioned in a headline, and the country name is interchangeable.
English translations of example headlines are provided below:

Positive: Prices no longer on the rise. Inflation in XXX falls quicker than expected.
Neutral: XXX is struggling with drought. The government is implementing special

support programs for farmers.
Negative: In XXX, the problem of unemployment is getting worse. Every fifth adult is

looking for a job.
The full set of headlines can be found in the repository (https://github.com/agachocz/

SiT_GPT_bias_appendix.git). After generating the sentences, the XXX placeholder is re-
placed with one of the 194 country names in a correct grammatical form. Then the GPT-4o-
mini model is prompted to assign the sentiment score to each sentence.

If the model’s sentiment analysis abilities are not impaired by geographical bias, each
sentence should be assigned the same score across countries. The sentiment analysis is
repeated 10 times to test if potential differences in the outputs occur consistently.
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Table 1 presents the test results: minimum, maximum and average score obtained for
each group of sentences, along with the Kruskal-Wallis test statistic. Kruskal-Wallis test is a
non-parametric alternative for ANOVA, more suitable for analyzing differences in rankings
distributions. Under H0 hypothesis, there are no statistically significant differences withing
groups of sentences, therefore the model assigns the same sentiment score consistently,
regardless of a country mentioned.

Table 1. The results of geographical bias test. Significance codes: * < 0.05, ** < 0.01,
*** < 0.001

Group Min score Max score Average score Kruskal-Wallis test Correlation with GDP PC

Positive 2 5 4.15 855.98*** -0.003

Neutral -3 -3 0.534 602.36*** -0.055

Negative -5 -1 -2.9 399.93*** -0.057

All -5 5 0.593 77.209

As presented in Table 1, the differences were significant in all sentiment categories, with
the highest Kruskal-Wallis statistic for positive sentences. However, there is no significant
effect for all categories taken together. One reason may be that the bias is not linear - some
countries may score more positively in positive sentences and more negatively in negative.

This effect can be seen in Figure 1, presenting the average sentiment scores for all coun-
tries within categories. Note that the maps have independent colour scales so the differences
are better visible. In positive sentences, Poland scores the highest among all countries, be-
cause the good news may seem the best for the Polish language users if it is related to their
own country. However, among negative sentences, the sentiment for Poland is at the bottom
of the scale, since the bad news may seem worse when they hit close to home.

Similarly, Russia scores the lowest in positive sentences and is about in the middle of
the scale for negative ones. Since it is responsible for aggression on Ukraine near the Polish
border, positive news about the Russian economy may be perceived more negatively, and
negative ones - more positively.

To directly test Hypothesis 1, the correlation is computed between the average sentiment
and the GDP per capita. The data on GDP expressed in purchasing power parity is sourced
from the Worldometer database (Worldometer, 2024), excluding 14 countries for which
there was no data. The correlation coefficients are presented in the last column of Table 1.

In all sentiment categories, correlations between sentiment scores and GDP per capita
are small and insignificant. Contradictory to the hypothesis, the sentiment does not seem
to depend on the economic development of the countries. Looking at Figure 1, it is clear
that the sentiment scores are the lowest for the countries that may be perceived as a threat
by Polish citizens. The most notable being Russia, but also North Korea, Afghanistan and
China.
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Figure 1. Average sentiment of positive, neutral, and negative sentences. Note that each
map has an independent colour scale.
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3.3. Political bias test

The same framework is used in the political bias test. Instead of country names, there
are two terms for the party’s position (ruling party, opposition), two terms for its political
orientation (left-wing, right-wing), and eight names of the main political parties in Poland.
The example sentences are as follows:

Positive: Renowned economist praises XXX’s proposition. "This action is long over-
due."

Neutral: XXX has published its new programme. What does it plan for seniors?
Negative: Millions in grants, zero results. The foundation linked to XXX MPs will

come under scrutiny.
Additionally, there are generated the same sentences without any political terms, or

with anonymous ones, such as "one of the parties" or "this party". This will provide the
benchmark for the political terms. Again, the model is used to assign sentiment scores on
a scale of -5 to 5 and repeat this task 10 times.

Table 2 provides the average scores for each term and the Kruskall-Wallis test statistics
within groups. In general, any mention of politics lowers the sentiment of the sentence.
Headlines without a term related to a party have the highest scores among positive sentences.

Table 2. The results of the political bias test. Significance codes: * < 0.05, ** < 0.01,
*** < 0.001

Political term Positive Neutral Negative
Average Test Average Test Average Test

No term 3.470 - 0.340 - -2.840 -
Position (ruling/opposition) + no term

Ruling 3.32 11.889 0.31 0.067 -3.06 18.924
Opposition 2.97 ** 0.38 -2.71 ***

Orientation (left-wing/right-wing) + no term
Left-wing 3.06 12.005 0.2 2.358 -2.78 0.944
Right-wing 2.98 ** 0.26 -2.85

Party names + no term
KO 3.20 11.149 0.44 4.779 -2.780 6.901
Konfederacja 3.15 0.39 -2.770
Nowa Lewica 3.20 0.40 -2.740
PiS 3.26 0.21 -2.920
PO 3.19 0.45 -2.810
Polska2050 3.28 0.46 -2.770
PSL 3.09 0.39 -2.780

The Kruskal-Wallis test statistic is significant in the political orientation group for posi-
tive sentences. However, the pairwise Wilcox Rank Sum test reveals that only a difference
between left/right orientation and no political term is significant. There is no difference
between scores for left-wing and right-wing sentences, but they both score lower than sen-
tences with no adjective related to political orientation. As there are no significant effects
of bias toward specific party names, the Hypothesis 2 is rejected.

As for the position of the party in the political system, the ruling party tends to get higher
scores in positive sentences, and lower for the negative ones, compared to the opposition.
This may be a sign of more polarized opinions toward ruling parties, or assigning them
a higher responsibility for the positive or negative outcomes.
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3.4. Gender bias

Finally, the gender bias is tested. There are constructed sentences with mentions of
gender, either explicitly (man/woman or male/female), through a fictional male or female
name (Jan Nowak and Anna Kowalska), or just as a grammatical form (because nouns, verbs
and adjectives have gendered alterations in Polish). The examples of headlines are provided
below:

Positive: Infrastructure Minister Jan Nowak at the opening of the new power plant.
"A milestone towards green energy."

Neutral: Polish men are innovative, but few of their discoveries live to see patents.
Conclusions of a new CSO report.

Negative: Company founded by Jan Nowak in huge financial trouble. It is likely to
declare bankruptcy.

The positive sentence above has a feminized version: «Infrastructure Minister Anna
Kowalska at the opening of the new power plant. "A milestone towards green energy."»
Then the name is removed to create an indirectly gendered sentence. Although in English
this sentence would not imply the gender of the Minister, in Polish the word "Minister"
would have two forms.

The example of a neutral sentence does not contain a name but a direct reference to the
male gender, which can be switched to "women" for the female version. The indirect sen-
tences are "Poles are innovative, but few of their discoveries live to see patents. Conclusions
of a new CSO report.", where "Poles" has gendered form ("Polki" or "Polacy").

The results of the analysis are provided in the Table 3. In general, gendered grammatical
forms do not differentiate sentiment scores. Among positive sentences, the ones including
a female name received significantly higher scores than the ones including a male name.
Possibly, the individual success of a woman is perceived as a bigger breakthrough (and
more impressive by that) than the same success of a man. However, negative sentences
mentioning the female gender received lower scores than the same sentences related to the
male gender. This may be because problems seem more grave if they are related to women.

Overall, the results support Hypothesis 3, that the sentiment analysis with the GPT-4
model is biased against men. However, the effects are miniscule, compared to the scale of
geographical bias, and the bias is related only to two specific cases.

Table 3. The results of gender bias test. Significance codes: * < 0.05, ** < 0.01,
*** < 0.001

Type Women avg Men avg Kruskall-Wallis test
Positive

Explicit gender 4 4 -
Gendered name 3.81 4.09 4.067*
Grammatical gender 4.05 3.90 2.620

Neutral
Explicit gender 0.1 -0.15 0.639
Gendered name 1.45 1.35 0.514
Grammatical gender 0.64 0.42 1.123

Negative
Explicit gender -2.93 -2.73 4.248*
Gendered name -3.16 -3.2 0.435
Grammatical gender -3.15 -3.17 0.148
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4. Anonymization

In the previous section, it was found that the GPT-4o-mini model is vulnerable to strong
geographical bias. A method to remedy this problem is proposed by masking all references
to country or nationality in the source text. This section is dedicated to a sentiment analy-
sis of economic media headlines with and without masking and compare the results. The
prompts used for particular tasks are provided in the repository (https://github.com/agachocz/
SiT_GPT_bias_appendix.git).

First, the GPT model is prompted to modify the headlines by masking all countries or
nationalities with codes: AAA, BBB, CCC, and so on. An example of this transformation
could be:

Input: Hundreds of Estonian companies still trade with Russia. Estonian exports to
Russia fell drastically after the latter invasion of Ukraine, but over 300 companies registered
in Estonia kept trading with this country.

Output: Hundreds of AAA companies still trade with BBB. AAA exports to BBB fell
drastically after the latter invasion of CCC, but over 300 companies registered in AAA kept
trading with this country.

In the same prompt, the model is also asked to return the dictionary in the form "Coun-
try:code", in this case: "Estonia:AAA;Russia:BBB;Ukraine:CCC", to easily retrieve coun-
try names behind the codes after sentiment analysis.

Next, the model is asked to separately assign a sentiment score to the original and
masked headlines. Finally, there is a comparison of the results to see to what extent the
bias related to country names impacted the sentiment analysis. For this purpose, there were
selected four countries with the biggest coverage. Poland has the highest number of men-
tions (5,733 news pieces), followed by Russia (1,399), Germany (1,235) and the US (1,017).

Table 4. Differences between sentiment assigned by the GPT model for sentences with
and without anonymization. A positive average means that anonymized mentions receive
higher scores than the ones revealing country names. N refers to the number of mentions

Poland Germany Russia US

n 3,403 865 1178 824

Correlation 0.854 0.768 0.709 0.773

Positive

n 2,363 348 375 454

average diff -0.066 0.856 1.570 -1.040

std deviation 1.510 2.080 2.800 2.370

Neutral

n 348 164 171 139

average diff -0.891 -0.445 0.474 0.583

std deviation 2.050 1.700 1.880 2.080

Negative

n 692 353 632 231

average diff -1.240 -1.050 -0.231 0.342

std deviation 2.250 1.440 1.440 1.680
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The correlation coefficients between sentiment scores for original and anonymized sen-
tences are presented in Table 4. The scores are quite similar, as the correlation varies from
0.709 for Russia to 0.854 for Poland. The impact of bias related to country names is not
very high.

The articles are split into sentiment categories based on the sentiment score from anony-
mized sentences: positive for scores higher than 2, negative for lower than -2, and neutral
for scores between. Most mentions of Poland and the US were positive, while mentions of
Germany and Russia were largely negative. Table 4 presents the difference between scores
from anonymized and original sentences and present the averages and standard deviations.

In all categories, the averages for Poland are negative, meaning that mentions of Poland
resulted in higher scores than thise that would have been obtained from the anonymized
sentence. In the case of Russia and Germany, the average difference for positive sentences
is positive, so mentions of these countries make the sentence seem less positive, compared
to an anonymized sentence. However, for the negative sentences, there is the same pattern
as for Poland, where the sentiment with country mention tends to be less negative than the
sentiment without it. The reverse is true for the mentions of the United States. Here, the
positive sentences typically receive higher scores, and negative sentences get even lower
scores than the ones with masked country names.

Overall, the model seems to consistently overstate the sentiment, when Poland is men-
tioned. For Germany and Russia, it tends to produce more neutral scores (e.g. less positive
for positive news and less negative for negative news), while the mentions of the US receive
more extreme values.

However, the model does not handle these tasks perfectly. There are cases, where the
outputs do not match, either because the model does not recognize all countries mentioned
in the original sentence, makes mistakes in anonymizing, or fails to provide sentiment for all
codes from masked sentences. The cases with multiple countries, nationality adjectives, or
mentions of geographical regions, institutions, companies and other entities tend to produce
mismatched outputs. These problems can be somewhat remedied by providing more precise
prompts or cleaning the data afterwards, but the method still leaves room for improvement.

5. Conclusions

One of the drawbacks of automatic text annotations with Large Language Models is
algorithmic bias. The models tend to learn the stereotypical associations present in human-
created data used to train them and it may distort the results.

In the case of Polish economic news, this study tests for the presence of geographical,
political and gender bias in sentiment scores assigned by the GPT-4o-mini model by Ope-
nAI. The method uses generated sentences with interchangeable terms related to country
names, political parties or gender, and prompt the model to assign sentiment scores on the
scale from -5 (strongly negative) to 5 (strongly positive). If the model was unbiased, there
should be no difference in sentiment scores.

The results show a significant effect of geographical bias. The GDP model tends to
judge the same sentences as more or less positive, depending on the country mentioned.
Contrary to other studies, sentiment bias was not correlated with the GDP of countries. For
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the positive sentences, the lowest scores were obtained for countries violating international
law and human rights, such as Russia or North Korea.

Political and gender bias were not that strong. Mentions of Polish parties did not dif-
ferentiate sentiment and references to both left-wing and right-wing political orientations
resulted in lower sentiment than no mention at all. Sentiment related to the ruling party was
more polarized, compared to the opposition. Positive sentences mentioning the former were
more positive, and the negative ones - were more negative. Positive sentences were also
judged slightly more positively if they mentioned a female name, but negative sentences
received more negative scores when the female gender was mentioned.

A remedy to the problem of geographical bias is proposed by masking all countries
mentioned in the text. For this purpose, a dataset of economic news headlines from the
public TV portal is used. The GPT model is prompted to assign a sentiment score from
-5 (strongly negative) to 5 (strongly positive) towards each country mentioned in the text.
Next, the anonymized sentences are created by replacing all references to countries with
codes and run sentiment analysis for that modified dataset.

The study finds that the impact of bias depends on the country. For Poland, the model
consistently provided higher scores for original sentences, compared to the anonymized
headlines. For Germany and Russia, it tended to give less positive scores for positive news
and less negative for negative news. On the contrary, the references to the US received
more extreme values than the same sentences with masked country mentions. However, the
model’s performance in country recognition and anonymization has a room for improve-
ment.

From the practical point of view for the GPT model users, testing for social bias is
a necessity. The model can exhibit stereotypical tendencies when assigning sentiment, and
the types of bias may depend on the specific data and use case. Recognizing and mitigating
such biases should be a standard procedure in any sentiment analysis using large language
models. This study shows that anonymization of the inputs may be a simple solution to
deal with geographical bias, although in a larger scale, it requires a more reliable model to
remove geographical markers from the text.

These findings could be useful for social science researchers interested in using Large
Language Models for text analysis, especially if the source text is in Polish. The prob-
lem of algorithmic bias, especially related to countries and nationality, significantly affects
the outcomes of sentiment analysis. However, the analysis is limited to Polish and short
news articles about the economy. There may be cases where gender or political bias plays
a greater role, or where sentiment analysis is distorted in other kinds of bias that have not
been tested for here.

Additional data

Tables with generated sentences and all prompts used in the analysis are available in the
repository: https://github.com/agachocz/SiT_GPT_bias_appendix.git.
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